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ABSTRACT The aim of this study is to find out the sustainability scenario of solid waste management with respect to the rising 
population in the city of Hyderabad. The use of Geographical Information System (GIS) in classifying the city into 

sustainability classes based on the grouping of different circles and municipal wards based on the per capita waste generated by each. It is 
generally found out that a bigger percentage of the municipal wards are low in sustainable waste management. A considerably significant 
number of the wards were rated ‘very good’ in sustainable waste management. By this a proper and sustainable waste management can be 
achieved through proper collection, transportation and disposal of wastes.

1. INTRODUCTION
With the increase in population, urbanization and economic 
development, there has been a significant increase in municipal 
solid waste generation in Hyderabad making its management 
and disposal a problem.   Urbanization is a worldwide phe-
nomenon. The process of Urbanization is very rapid.  The solid 
waste generated by the daily activities of the people needs is to 
be properly managed in such a way that it minimizes the risk to 
the environment and also human health (Amar M.R 2012). The 
main problem of urban waste management is worth noting not 
only due to the large quantities of waste produced and the spa-
tial spread, but also the problems encountered in the setting up 
of the systems for collection, transportation and disposal of the 
wastes (Anand.G 2014)

2. OBJECTIVES
•	 To map the population density and solid waste characteristics 

of the municipal wards of Hyderabad
•	 To determine the main sources of waste generators and waste 

characteristics in Hyderabad
•	 To determine the sustainability ratings of municipal wards of 

Hyderabad and the expected future waste generation trends
 
3. STUDY AREA
The area under study is the city of Hyderabad Urban Agglomera-
tion situated in the state of Telangana. Hyderabad is the capital 
city of Telangana and is the sixth largest city in India, closely be-
hind Bangalore [6]. The city has been divided into five (5) zones 
namely North, South, East, West and Central zones with 18 cir-
cles and around 150 municipal wards. 

4. MATERIALS AND METHODOLOGY
Use of spatial and non-spatial.obtained from SOI, NRSC and 
GHMC. The circles and ward boundaries are digitised from top 
sheet and updated from satellite imagery. The attribute data 
was used based on the size of this study area. The information 
acquired highlighted the status of waste management in Hy-
derabad city, discussed under sources and characteristics of 
the wastes, wastes collected and transported to disposal sites, 
availability of the number of sanitary workers, predicted future 
trends in waste production with respect to population density. 
Based on the per capita solid waste generation data of the wards 
in the city, GIS analysis was performed and the wards were 
categorized into different groups to show their sustainability.

(i) Population characteristics of municipal wards of Hy-
derabad
The city of Hyderabad is ranked the sixth largest urban agglom-
eration in the entire country. The population growth experi-
enced (4.3 to 5.7 million) during the decade 2001-2011 is further 

expected to continue to increase by 13.64 million 2021 (Singh, 
2010). Courtesy of the Greater Hyderabad Municipal Corpora-
tion (GHMC), the city is divided into five zones whose average 
population densities in persons per square kilometer are: East 
zone (7899.86), South zone (32777.42), Central (27257.28), West 
(6684.3) and North (16590.98) zones.

(ii) Solid waste in Hyderabad
Urban areas in the state of Telangana have generated solid waste 
more than 11.5 thousand tons/day which is a 9% of all solid 
waste generated in India. Every individual in Telangana gen-
erates solid waste on an average 570gm/day which is close to 
other states, such as, Tamil Nadu (630 g/day) and Jammu and 
Kashmir (600 g/day). Greater Hyderabad generates about 5,000 
tonnes of waste per day (TPD), which accounts for 1.83 million 
tons per year (Bhambulkar A.V.2011). It is an appalling phenom-
enon how wastes in Hyderabad, just like in other cities, can be 
thrown from one’s house without considering the long-term ef-
fect of the same. Much as there are waste containers provided 
by the GHMC, dumping wastes anyhow is not a concern to some 
people. One of the adverse effects is the loss of the natural at-
traction of River Musi which separates the old from the new city 
of Hyderabad(Huang.A 2006)

Table1: Solid waste generated and disposed by administra-
tive division in Hyderabad.

Cir-
cle

Total waste gener-
ated per day in 
metric tonnes

No. of 
Vehicles

Total waste 
lifted per 
day

Waste left 
over per 
day

1 181 28 164 17
2 117 23 96 21
3 238 25 184 54
4 144 21 106 38
5 131 14 110 21
6 150 16 130 20
7 210 27 150 60
Total 1171 154 940 231

 
(Source: Snel, 1997)

Table.2 Solid waste generated in M.T in the year 1994 & 
2011.

Sl.No Solid waste generated (M.T/
day )in 1994

Solid waste generated in 
(M.T/day) in  2001

1 181 370
2 117 372
3 238 234
4 144 206
5 131 402
6 150 48
7 210 590
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ABSTRACT 

Municipal Solid Waste Management (MSWM) is one of the major environmental problems of Indian and 

International scenario of the world.   Solid waste generated by the daily activities of the people needs to be 

properly managed in such a way that it minimizes the risk to the environment and human health.   Site 

suitability analysis for resource collection and disposal requires an integrated approach and can be addressed 

most economically an efficiently using geospatial technology.   In the present study, an attempt has been made 

to provide a comprehensive review of the characteristics, generation, collection and transportation, disposal 

and treatment technologies of Municipal Solid Waste practiced in India.   The study carried out to evaluate the 

current status and identify the major problems.   The study is concluded with fruitful suggestions, which may be 

beneficial to encourage the competent authorities to work towards further improvement of the present system.  
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I. INTRODUCTION 

 

Solid waste generated by the daily activities of the people needs to be properly managed in such a way that it 

minimizes the risk to the environment.  The risk problems facing society today have many characteristics that 

complicate the application of formal analysis (Merkhofer 1987).   The Solid Waste Management process 

includes collection, transportation and disposal.   The observed trend of waste material is a continually growing 

issue of concern not only at local or regional levels but also at the larger global level.   Each city produces 

tonnes tonnes of solid wastes daily from households, hospitals, industry offices, market centres etc.   Some of 

these are biodegradable some are non-biodegradable and hazardous waste. The increased consumption of 

electronic items and IT hardware increased obsolescence rate of these products, which will results in the higher 

generation of electronic waste (e-waste).   This waste is ultimately thrown into municipal waste collection 

centres from where it is collected to be further thrown into the landfills and dumps. With the increase in 

population, urbanization and economic development, there has been a significant increase in municipal solid 

waste generation in Hyderabad making its management and disposal a problem.   Municipal Solid Waste 

Management (MSWM) is one of the major environmental problems of Indian cities.   The management of 

municipal solid waste (MSW) is a high priority issue for many communities throughout the world including 

India.    
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ABSTRACT Waste is a major health hazard with a very high potential to undermine people’s right to life, and a threat 
to the environment. In India, waste is generally littered on roadsides and mostly dumped in the outskirts 

of the cities in areas that are low lying without compliance with the regulations. Proper and sustainable waste man-
agement can be achieved through the establishment of appropriate channels for the collection, transportation and 
disposal of wastes. The aim of this study was to find out the sustainability scenario of solid waste management with re-
spect to the rising population in the city of Hyderabad. The use of Geographical Information System (GIS) was of great 
essence in classifying the city into sustainability classes based on the grouping of different municipal wards based on 
the per capita waste generated by each. It was generally found out that a bigger percentage of the municipal wards 
are low in sustainable waste management. 

1.INTRODUCTION
Before introducing solid waste management, it is prudent to 
begin the discussion with outlining the scope of solid waste, 
the material to be managed. Solid waste refers to the range 
of garbage arising from animal and human activities that 
are discarded as unwanted and useless. Solid waste is com-
monly generated from industrial, residential and commercial 
activities in a given area. As such, landfills are typically clas-
sified as sanitary,  municipal,  construction and demolition or 
industrial waste sites.  Waste can be categorized based on 
its contents, including such materials as plastic, paper, glass, 
metal, and organic waste; based on its hazard potential, 
including categories such as radioactive, flammable, 
infectious, toxic, or non-toxic; or based on its origin, char-
acterized as industrial, domestic, commercial, institutional or 
construction and demolition (Ohri.A 2010).

The management of municipal solid waste is a high priority 
issue for many communities throughout the world including 
India.   The observed trend of waste material is a continually 
growing issue of concern not only at local or regional levels 
but also at the larger global level.   The increased growth 
rate of the IT and electronics industry in India is propelled 
by increased consumption of electronic items and IT hard-
ware, and it leads to higher generation of electronic waste 
(e-waste).   Deciding where to locate a municipal sanitary 
landfill is a difficult problem in which qualitative criteria 
compete with quantitative, economic and engineering crite-
ria in a process that is highly political and emotional. Site 
suitability analysis for resource collection and disposal re-
quires an integrated approach and can be addressed most 
economically and efficiently using geospatial technology.   
In order to manage the Solid Waste Management properly 
in different aspects, GIS is a tool it provides a means of rap-
id data access and query based on both geographic loca-
tion and attribute data (HBSHD 2011).

2.STUDY AREA
The present study area was chooses as Hyderabad city.   Hy-
derabad is the 5th largest  city in India.   It has twin cities 
viz., Hyderabad and Secunderabad with its suburbs extend-
ing up to 16 miles.   The Hyderabad city is situated in  17d 

18’30” & 17d 28’30”  North Latitude and  78d 22’30” & 78d 
32’30” East  Longitude.   The study area covers  an area of 
179 Sq.Km.   The total population of the  district according 
to 2011 Census is 38,29,753 which is purely urbanised.

3.STUDY OBJECTIVE
•	 To map the population density and solid waste charac-

teristics of the municipal wards of Hyderabad
•	 To determine the main sources of waste generators 

and waste characteristics in Hyderabad
•	 To determine the sustainability ratings of municipal 

wards of Hyderabad and the expected   future waste 
generation trends

4.DATA USED
The study made use of data gathered from the Greater 
Hyderabad Municipal Corporation. The data included 
population information of Hyderabad municipal wards, vol-
umes of waste generated and the predicted future trends 
in waste management. The data obtained was fed into GIS 
software for the  generation of spatial maps to show the 
population distribution and the extent of waste manage-
ment in various wards.

5.METHODOLOGY
DATA USED
The following data was used for the study.

Spatial Data:-
•	 Topographical  maps  of 56k/7 and 56k/11 from Survey 

of India in the form of hard copy at  1: 50000 scale
•	 Maps of Greater Hyderabad Municipal Corporation 

showing different circles with ward details in the form 
of hard copy.

•	 www.ghmc.gov.in. 

Non spatial data:-
•	 Census of India for Hyderabad city containing infor-

mation about population of different wards,  No.  of  
households  etc.,

•	 Hand Book of Statistics Hyderabad District 2011.
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Abstract: Transport planning is intrinsically linked to land use planning and both need to be developed together in an integrated 

manner. In developing such plans, attention should also be paid to the future growth of the city. Transport plans should, therefore, 

enable a city to take an urban form that best suits the geographical constraints of its location and also one that best supports the key 

social and economic activities of its residents.  
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1. Introduction 
 

The Transportation concept is one such growth/ 

development strategy to assist the City in implementing the 

guiding principles of the Land Use Element. In the TOD 

strategy, new moderate and high density housing as well as 

new public uses and a majority of neighbourhood-serving 

retail and commercial uses will be concentrated in mixed-

use developments located at strategic points along the 

regional transit system. This linkage between land use and 

express highways is designed to result in an efficient pattern 

of development that supports a regional transit system and 

makes significant impact in reducing traffic congestion and 

urban sprawl.  

 

The mixed-use of land for residential and commercial 

activities, designed to minimize the need for transport and 

maximize the access to public transport, and often 

incorporates features to encourage transit ridership. A 

neighbourhood typically has a centre with a train/transit 

station, metro station, monorail station, tram stop, or high 

capacity bus stop, surrounded by relatively high-density 

development with progressively lower-density development 

spreading outwards from the centre.  

 

 

2. Study Area  
 

Hyderabad City is situated in the river Musi and Krishna 

basin, which is a tributary of river Krishna, passes through 

the city and bifurcates it into Northern and Southern 

Hyderabad. It is situated between 78022’30” & 78032’30” 

east longitude & between 17018’30” & 17028’30” north 

latitude. The ground levels vary from 487 meters to 610 

meters above mean sea level (B.Purushothama Reddy 2004).  

 

3. Land Use Management 
 

According to LU.LC map, the proposed residential use is 

46.05%. The proposed usage under public and semi-public 

zone is 10.10% and makes a total of 14.84% including 

4.83% of defence area. A total area of 8.8 sqkm constituting 

5.10% has been proposed under Multipurpose use zone. As 

per statistics, this zone comprises the existing mixed 

development areas, commercial hubs, residential, 

commercial and public and semi-public usages. Including 

rocks and hillocks a total of 12.7 sq.km constituting 7.36% 

of total area has been proposed under Open spaces, parks 

and playgrounds. A total area of 20.52 sq.km constituting 

11.49% has been proposed under transportation land use 

category. 
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1. INTRODUCTION
Environmental conditions in study area have to be understood in 
context of the growing urbanisation and industrialisation of the 
fringe areas coupled with slow pace of infrastructure development. 
The study area in general exhibits deterioration of environmental 
conditions in the core areas i.e., cluster 1 to 6 while rest of the 
clusters are following the trend of deterioration. The deterioration is 
closely followed by rapid urbanisation and lack of physical 
infrastructure. 

The major environmental implications of the urbanisation as 
observed in the region has been increase in air pollution levels, 
increase in ground and surface water pollution, high noise levels, 
reduction of water bodies and declining levels of ground water. 
These are simultaneously associated with urban stress and 
increasing migration patterns. Hence it is important to understand 
the social conditions as well in order to appreciate the 
environmental conditions in the region in a coordinated manner. 

2. STUDY AREA      
Hyderabad City is situated in the river Musi and Krishna basin, which 
is a tributary of river Krishna, passes through the city and bifurcates 
it into Northern and Southern Hyderabad. It is situated between 
78022'30” & 78032'30” east longitude & between 17018'30” & 
17028'30” north latitude. The ground levels vary from 487 meters to 
610 meters above mean sea level (B.Purushothama Reddy 2004). 
                                            
3. RESULTS AND DISCUSSIONS
3.1 ENVIRONMENT CONSIDERATION IN TRANSPORTATION 
STATERGIES
Environmental conditions in the study area are observed in the 
context of the project interventions and likely environmental 
implications instead of conducting an overall inventory of 
environmental conditions of the region. The main parameters 
considered to be impacted for these research project interventions 
are studied in detail and their existing condition is established. The 
parameters considered to have implications from the project are as 
below: 

Ÿ Environmentally Sensitive Areas 
Ÿ Water Bodies 
Ÿ Forests 
Ÿ Sanctuaries 
Ÿ Air Pollution 
Ÿ Water Pollution 

Ÿ Energy Efficiency 

3.2 ENVIRONMENTALLY SENSITIVE AREAS 
The study area boundary is dotted with several water bodies, 
vegetated areas, forests, three national parks, and a deer park. The 
areas that are susceptible to major ecological changes are the Water 
Bodies that are scattered all through the area. While the major water 
bodies as Osman Sagar and Himayat Sagar are used as drinking 
water sources and reservoirs for storage for Hyderabad drinking 
needs, rest of the water bodies are used for local domestic needs or 
for sullage disposal. Some of the water bodies that are located close 
to industrial areas are receiving industrial effluents as well. Only few 
water bodies are preserved in thier natural state with water that is 
suitable for domestic needs. In order to protect the water bodies in 
the catchment areas of drinking water sources, GoT has issued 
directives to notify the area surrounding the Osman Sagar and 
Himayat Sagar as Conservation areas with limited intervention for 
development.The area is dotted with several vegetated areas but 
with few forest patches noti�ed as Reserve Forests. These are open 
forests with low vegetation cover except near few locations as near 
Vikarabad and its surroundings where moderately dense forests are 
found. 

a) Air Pollution 
Ambient air quality of the project area is deteriorating with the 
increase in population, traffic and industrial activities. The ambient 
air quality as monitored by the Pollution Control Board in about 10 
locations in and around Hyderabad indicates high levels of 
particulate pollution. 

An observation of the above table indicates that the RSPM levels at 
all locations are higher by 2 to 3 times the National Standards for 
annual average levels. Similarly the SPM levels are also higher by 2 to 
3 times. The SO2, NO2, and Ammonia levels at all locations are lower 
than the NAAQS. NO2 levels are approaching the national standards 
indicating increase in pollution from vehicular traffic which is to be 
controlled prior to their escalation.

b)  Water Pollution 
Water quality in the water bodies in and around Hyderabad have 
been deteriorating rapidly due to increase of human activity and 
discharge of sullage. These water bodies though are to a large 
extend polluted, they form a major part of the fresh water reserves in 
the area and are potential recharge areas for ground water. 
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Environment and social evaluation can be carried out as part of the Long Term Transportation Strategy for the study 
area to understand the sustainability of the strategy and its likely implications on the environment and social 

conditions of the region. The evaluation has been carried out for the identi�ed network development and for alternative scenarios. Good 
transport planning should be more than just engineering and should encompass other important considerations such as land use planning, 
energy efficiency, emission characteristics, traffic management, human behavior, economics, �nance, public policy, governance, health, 
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a b s t r a c t

The scaled boundary finite element method (SBFEM) is an attractive approach for modelling unbounded
media because it offers the advantages of both the finite element method (FEM) and the boundary
element method (BEM) avoiding their respective drawbacks. Unfortunately, being a rigorous method,
the SBFEM exhibits non-locality in both time and space, which results in significant numerical effort,
especially for large problems with many degrees of freedom and a long simulation time. In order to
improve the performance of this method, two different approximation techniques – one in time and
one in space have been combined and implemented in the present work. A three-dimensional embedded
footing problem was solved for the dynamic load, including a chirp load and a sinusoidal load. The
combination of the two approximation techniques implemented in the time domain-coupled
FEM–SBFEM approach for 3D analysis leads to significant reduction in computational time and storage
requirements with insignificant loss in accuracy. The computational time required for the approximation
techniques was found to be only 5% of that required using the conventional method, whereas the loss in
accuracy was found to be less than 5%. Further, numerical problems for the externally applied dynamic
load as well as the seismic load demonstrate the applicability of the coupled FEM–SBFEM approach for
modelling dynamic soil–structure interaction (SSI) problems.

� 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Efficient yet accurate modelling of the unbounded soil medium
has been of long-standing interest in the research addressing
dynamic soil–structure interaction (SSI) problems. In the substruc-
ture method of dynamic SSI analysis, rigorous modelling of the
unbounded domain is performed. Some of the established rigorous
procedures used in the substructure method of analysis are the
boundary element method (BEM) [1], the thin layer method [2],
the exact non-reflecting boundary conditions [3], the consistent
infinitesimal finite element cell method (CIFECM) [4] and the
scaled boundary finite element method (SBFEM) [5]. Although
the BEM satisfies the radiation condition exactly while dealing
with unbounded domain problems, its application to practical
problems is limited because the complexity of the fundamental
solution satisfying the integral equation of motion increases
dramatically while addressing certain types of problems, e.g.,
problems with anisotropic materials. The thin layer method is

applicable only for horizontally layered media resting on a rigid
rock base. Similar to the BEM, the exact non-reflecting boundary
conditions for unbounded domains demand exact solutions and
hence are limited to problems with simple geometry and material
properties. Combined models based on coupling of the finite
element method (FEM) with different approaches, such as the
FEM–BEM [6–8], the FEM–CIFECM [9,10], the FEM–SBFEM
[11,12], and the FEM–BEM–SBFEM [13], have also been proposed.

The SBFEM combines the advantages of both the FEM and the
BEM, avoiding their respective drawbacks [5]. It satisfies the radia-
tion condition exactly and is based entirely on finite elements but
with a discretization on the boundary only, thus reducing the spa-
tial dimension by one. No fundamental solutions are required
while implementing the SBFEM, and hence, it is suitable for prob-
lems with anisotropic material properties. The SBFEM has been
used for problems such as elasto-statics and elasto-dynamics
[5,14], fluid flow problems [15], fracture mechanics [16], and
geomechanics [17]. Recently, the SBFEM has gained popularity as
a tool, especially for SSI problems in unbounded domains
[13,18,19].

The major drawback of the SBFEM is the tremendous demand
that it exerts on the computational time and storage requirements.

http://dx.doi.org/10.1016/j.compgeo.2015.03.010
0266-352X/� 2015 Elsevier Ltd. All rights reserved.
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Verification of Implementation of HiSS Soil Model
in the Coupled FEM–SBFEM SSI Analysis

B. K. Maheshwari, M.ASCE1; and N. M. Syed2

Abstract: The scaled boundary FEM (SBFEM) has become an attractive alternative to traditional rigorous methods available for modeling the
unbounded media for soil–structure interaction (SSI) analysis using the substructure method. Most of the coupled FEM–SBFEM schemes
available in the literature are only for the linear-elastic SSI analysis. Very few studies have considered the nonlinearity in the near-field, and most
of them have adopted elastic-perfectly plasticmodels to simulate the nonlinearity. In the present study, an advanced plasticity-basedmodel known
as hierarchical single surface (HiSS)-δ0, which is based on isotropic hardening and associated response, has been implemented in the coupled
FEM–SBFEM scheme in the time domain. The HiSS model provides a general formulation for the elastoplastic characterization of the material
behavior. Problems from the literature have been solved using the presently developed code, and the results have been verified, thus validating the
developed code. DOI: 10.1061/(ASCE)GM.1943-5622.0000511. © 2015 American Society of Civil Engineers.

Author keywords: Nonlinear soil–structure interaction; Radiation condition; FEM–SBFEM; HiSS model.

Introduction

The scaled boundary FEM (SBFEM) developed by Song and Wolf
(1997) has been applied to many problems in engineering, including
soil–structure interaction (SSI) analysis. The SBFEM offers the
advantages of both the FEM and the boundary element method
(BEM), evading their respective drawbacks, and hence, is an
attractive alternative to other rigorous methods available for
modeling the unbounded media for the SSI analysis (Wolf 2003).
Combined models using the coupling of different approaches, such as
the FEM–BEM (von Estroff and Prabucki 1990; von Estroff and
Firuziaan 2000), the FEM-consistent infinitesimal finite-element cell
method (CIFECM) (Emani and Maheshwari 2009; Maheshwari and
Emani 2015), the FEM–SBFEM (Wolf and Song 2000; Bazyar and
Song 2006; Syed and Maheshwari 2014a), the FEM–BEM–SBFEM
(Genes and Kocak 2005), etc., have also been proposed.

In the FEM–SBFEM coupling, using the substructure method of
SSI analysis, modeling of the bounded domain is performed by the
FEM, whereas the behavior of the far-field is simulated by the
SBFEM. Most of the coupled FEM–SBFEM schemes developed for
the SSI analysis until now included only linear-elastic behavior, and
very few studies have considered material nonlinearity in the near-
field. Doherty and Deeks (2005) proposed an adaptive FEM–

SBFEM coupling for a nonlinear near-field. In this technique, an
additional layer of finite elements in the far-field region are added to
the existing mesh of the near-field, if the Gauss point in the outer
band of finite elements is yielded and the SBFE domain is stepped
out accordingly. They adopted an ideal elastic–plastic Tresca model
to simulate the material nonlinearity. Bransch and Lehmann (2011)
used the nonlinear Hilber–Hughes–Taylor–alpha method (Hilber
et al. 1977) with full Newton–Raphson iteration within the

framework of the coupled FEM–SBFEM approach. They used the
elastic–plastic cap model given by DiMaggio and Sandler (1971) to
capture the nonlinearity in the near-field. Although the cap model
has been used in the characterization of materials that exhibit
continuous yielding, it suffers certain limitations in handling a
number of important attributes of the behavior of materials (Desai
2001). Ooi et al. (2014) developed a scaled-boundary polygon
formulation using polygon shape functions to model the nonlinear
material responses in structures. However, they also used elastic-
perfectly plastic nonlinearity using Tresca and von Mises yield
criteria to simulate material nonlinearity.

In this paper, a more advanced plasticity-based model, known as
the hierarchical single-surface (HiSS) plasticity model (Desai 2001),
has been used to model the material nonlinearity in the near-field.
HiSS models provide a general formulation for the elastoplastic
characterization of the material behavior. They provide hierarchical
adoption of models of increasing sophistication, say, linear elastic to
nonassociated elastoplastic to elastoplastic with softening. Although
HiSS is an advancedmodel, implementing it in a FEMcode is simpler
compared with other plasticity-based models, such as the cap model.

In this paper, the basic and simplest version of the HiSS models,
the HiSS-δ0, which allows for isotropic hardening and associated
response, has been used in the dynamic SSI analysis carried out
using the coupled FEM–SBFEM approach. The work presented in
this paper is an extension of Syed and Maheshwari (2014b), where
the verification shown for the nonlinear soil model was very limited.

Governing Equations and Numerical Solutions

The basic equations of motion in time domain of the unbounded
medium–structure interaction for the prescribed dynamic loads as
well as externally applied transient loading are given by (Wolf 1988)

Mss Msb

Mbs Mbb

" #
€uts

€utb

( )
+

Css Csb

Cbs Cbb

" #
_uts

_utb

( )

+
Kss Ksb

Kbs Kbb

" #
uts(nΔt)

utb(nΔt)

( )
+

0
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( )
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Pb(t)
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(1)
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Non-linear SSI analysis in time domain using coupled FEM–SBFEM
for a soil–pile system

N. M. SYED� and B. K. MAHESHWARI†

The scaled boundary finite-element method (SBFEM) coupled with the finite-element method (FEM)
is increasingly being employed to study soil–structure interaction (SSI) problems. However, most of the
coupled FEM–SBFEMmodels for dynamic SSI analysis include only linear behaviour of the soil in the
near field. In the present work, a coupled FEM–SBFEM scheme is presented in the time domain for
non-linear dynamic SSI analysis. An advanced plasticity-based model, namely the hierarchical single-
surface (HiSS)-δ0, is incorporated to simulate soil non-linearity. A three-dimensional single pile–soil
system is solved for externally applied dynamic load as well as ground excitation. A parametric study is
done to gain insight into the effects of soil stiffness and intensity of loading on the non-linear response
of a single pile–soil system by calculating its dynamic impedances and kinematic interaction factors.
Also, the displacement response at the pile head due to the El Centro earthquake is calculated for linear
and non-linear cases.

KEYWORDS: numerical modelling; plasticity; soil/structure interaction

INTRODUCTION
The scaled boundary finite-element method (SBFEM),
developed by Wolf & Song (2000) and Song & Wolf (2000)
is being increasingly employed for modelling the unbounded
domain in dynamic soil–structure interaction (SSI) problems
(Zhang et al., 1999; Bazyar & Song, 2006; Wegner et al.,
2009; Seiphoori et al., 2011; Syed &Maheshwari, 2014). The
SBFEM combines the advantages of both the finite-element
method (FEM) and the boundary-element method (BEM),
evading their respective drawbacks (Wolf, 2003).

Ekevid & Wiberg (2002) employed a hybrid FEM–
SBFEM scheme to study the dynamic response of a railroad.
Borsutzky & Lehmann (2006) analysed the damage risk of
buried lifelines considering the seismic wave propagation
effects. Lin et al. (2007) carried out dynamic analysis of a
dam–reservoir–foundation system employing the SBFEM
for modelling of an unbounded medium. Seiphoori et al.
(2011) carried out three-dimensional non-linear earthquake
analysis of rockfill dams. They restricted the non-linearity
in the rockfill material of the dam, whereas the
unbounded medium was modelled using the SBFEM. Liu
et al. (2012) carried out a dynamic response analysis of a
two-dimensional dam–foundation–reservoir system in the
frequency domain. Lo et al. (2012) adopted the coupled
FEM–SBFEM approach to study the ground vibrations due
to a pile-driving process into layered ground. Yaseri et al.
(2014) employed the coupled FEM–SBFEM approach to
study the effect of speed of an underground train on the
ground response.

Most of the coupled FEM–SBFEM models for dynamic
SSI analysis include only linear behaviour of the soil in the
near field. However, Doherty & Deeks (2005) applied

adaptive coupling of the FEM–SBFEM interface consider-
ing non-linearity in the near field. Bransch & Lehmann
(2011) used the non-linear Hilber–Hughes–Taylor-α algor-
ithm with full Newton–Raphson iteration within the frame-
work of the coupled FEM–SBFEM approach to study a
non-linear SSI problem. In all of the above works, non-
linearity was restricted to the near field and the far field,
which was modelled using the SBFEM, was assumed to
behave linearly. Lin & Liao (2011) combined the traditional
SBFEM with the homotopy analysis method (HAM)
extending the conventional SBFEM to non-linear differen-
tial equations, thus enabling modelling of the far field with a
non-linear material as well.
Doherty & Deeks (2005) in their study modelled the near

field with an ideal elastic–plastic Tresca material, whereas
Bransch & Lehmann (2011) employed the elastic–plastic cap
model given by DiMaggio & Sandler (1971). Although the
cap model has been used in the characterisation of materials
that exhibit continuous yielding, they suffer certain limit-
ations in handling a number of important attributes of the
behaviour of materials, such as the non-associative response
of many frictional materials (Desai, 2001). The hierarchical
single-surface (HiSS) plasticity models provide a general
formulation for the elastoplastic characterisation of material
behaviour. They provide hierarchical adoption of models of
increasing sophistication, say, linear elastic to non-associated
elastoplastic to elastoplastic with softening. In the present
work, the basic and simplest version of the HiSS models, the
HiSS-δ0 model, which allows for isotropic hardening and
associated response, has been used to model the soil in the
near-field region.
Syed & Maheshwari (2014) have presented modelling of

seismic SSI using coupled FEM–SBFEM. Syed &
Maheshwari (2015) reported the computational efficiency
for the algorithm developed using the coupled FEM–
SBFEM approach. Maheshwari & Emani (2015) employed
the FE–CIFECM (finite element–consistent infinitesimal
finite-element cell method) for modelling unbounded
domain and the HiSS soil model to demonstrate the effect
of material non-linearity of the soil. Recently, Maheshwari &
Syed (2016) verified the implementation of the HiSS soil
model in coupled FEM–SBFEM analysis.
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Abstract 
Liquefaction hazard is one of the most catastrophic 

effects of an earthquake. When dynamic loading 

occurs, saturated sandy soil in undrained conditions 

loses its shear strength due to the development of 

excess pore water pressure. Therefore, it is imperative 

to evaluate a site for its susceptibility to liquefaction. 

The main objective of the present study is to calculate 

the liquefaction potential of 6 sites in Kalyani region 

which are located at around 50 km from the City of 

Kolkata in the State of West Bengal, India. For this 

purpose, six bore locations are selected in the All India 

Institute of Medical Sciences, Kalyani, Kolkata 

Campus.  

 

The liquefaction potential of the site is calculated at all 

the six locations for an earthquake of magnitude 7.5 

and peak ground acceleration (PGA) of 0.16 g. The 

water table is considered at the ground level. 

Liquefaction potential in terms of Factor of Safety 

against liquefaction is calculated with the depth based 

on the shear wave velocity data. Further, liquefaction 

potential index is also evaluated for all the considered 

sites. It is observed that the possibility of liquefaction 

is very high at shallow depths. Moreover, a parametric 

study is carried out for various values of the 

magnitudes of earthquakes and PGA values to show its 

effects on liquefaction susceptibility.  
 

Keywords: Peak Ground Acceleration, Shear Wave 
Velocity, Liquefaction Potential, Liquefaction Potential 
Index, SPT N Value, Seismic Hazard. 
 
Introduction 
Geotechnical investigation is carried out to identify the 
properties of the soil, where any major civil engineering 
structure is to be constructed. If the investigation is done for 
the site which comes under the earthquake prone areas then 
it is necessary to establish whether the given site is 
liquefiable or not. Standard Penetration Test (SPT), Cone 
Penetration Test (CPT), Becker Hammer Test (BHT) and 
Multichannel Analysis Surface Wave (MASW) Test are 
some of the field methods used to measure the liquefaction 
potential of soil. Earlier, the liquefaction potential of a site 
was calculated by the simplified procedure developed by 
Seed and Idriss35 using the Cyclic Resistance Ratio (CRR) 
value obtained by N values of SPT. Since then, the method 
has been continuously reformed and simplified by various 

authors.36-38,47  

 

Another popular method for the evaluation of the 
liquefaction potential using the CPT was given by Robertson 
and Campanella32. This method of evaluation has also been 
reformed and updated several times.30,34,41 

 
The shear wave velocity (Vs) method for determination of 
the liquefaction potential is preferable over other methods 
such as SPT, CPT etc. because it is not affected by large 
particles and is less sensitive toward soil compression and 
reduced penetration resistance due to the presence of fines, 
thus requiring minor corrections.31 It is also a non-
destructive test and can be used both in the field and in the 
laboratory.14,44  
 
In this method, shear wave velocity is considered as an index 
property of soil to determine liquefaction potential 
resistance. Both liquefaction potential resistance and shear 
wave velocity are similarly influenced by stress history, age 
of soil geology, void ratio and different states of stress. 
 
In the last two decades, many researchers have given 
relationships between liquefaction potential resistance and 
shear wave velocity. They have used different methods like 
field test, penetration –Vs correlation, numerical 
investigation, laboratory experiments etc.3,6,10,12,20,24,33,37,43,44 
All these evaluations were based on the simplified procedure 
of Seed and Idriss35 method. Several corrections have been 
applied to Vs for overburden stress and an analytical 
expression is established with Cyclic Stress Ratio (CSR). 
Several seismic tests have been used to measure shear wave 
velocity in the field like CPT, MASW, suspension logger, 
down-hole and cross-hole.22,47 Sensitiveness of the 
calculation and condition of soil are highly affected by the 
precision of the tests. Stokoe et al42 and Belloti et al5 have 
shown that the velocity achieved by the shear wave is 
equally dependent on the motion of the particle and principal 
stresses. 
 
The evaluation of liquefaction potential index (LPI) is 
required to mitigate the damages caused by liquefaction. 
Iwasaki et al18 proposed LPI to overcome the limitations 
associated with Factor of Safety (FoS). LPI is frequently 
used by researchers to evaluate the liquefaction potential of 
soils. LPI offers an advantage by providing a single value for 
the entire location for liquefaction hazard maps instead of 
several factors at different layers.11,40,46 LPI has been 
calibrated using SPT test data to characterize the liquefaction 
potential of sites.11,29,40,45 Iwasaki et al19 categorized levels 
of liquefaction severity as very low, low, high and very high 
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Abstract High-magnitude earthquakes can result in severe

destruction in regions susceptible to liquefaction. To avoid

such casualty, one needs to specify the liquefaction sus-

ceptibility of the area and suggest proper measures for

construction designs. In the present work, the liquefaction

potential of the Kalyani region is evaluated. Three mod-

erate- to high-magnitude earthquake scenarios (Mw = 6.5,

7.0, and 7.5 and PGA = 0.143g, 0.170g, and 0.202g,

respectively) are considered for the present analysis at the

six selected borehole sites in the study region. Liquefaction

potential in terms of the factor of safety (FoS) against

liquefaction is evaluated using a field approach based on

N values with the help of a simplified method commonly

known as Seed and Idriss method. Further, an attempt is

made to define the severity against liquefaction by drawing

the liquefaction hazard map of the study area based on the

liquefaction potential index (LPI) values. It is found from

the results that, for the shallow depths, susceptibility

towards liquefaction decreases as the magnitude of earth-

quake decreases. We also observed that the minimum

difference in the FoS obtained for a 7.0 magnitude earth-

quake was found to be 40% greater than that for the 7.5

magnitude earthquake. The same result is valid for the LPI

analysis; for 7.5 Mw, the LPI is very high and the suscep-

tibility towards liquefaction is about 93%. For the 7.0 Mw,

the LPI is high and the severity against liquefaction is

between 58 and 93% probability, whereas for 6.5 Mw, the

LPI is moderately high with less than 53% susceptibility

towards liquefaction.

Keywords Liquefaction � Liquefaction potential index �
Cyclic stress ratio � Cyclic resistance ratio � Factor of safety

Introduction

Whenever a major earthquake occurs, it is observed that it

causes serious damage to the foundation, structure, and

underground structure constructed on the extensive areas of

reclaimed land due to soil liquefaction and displacement of

ground in the horizontal direction [1]. It has been shown

that the determination of liquefaction potential of any

region must be taken into account for ground improvement

before the construction of any structure [2]. When a high-

intensity earthquake hits a sandy soil deposit which is in

loose, saturated, and undrained cohesionless condition,

then the rapid decrease in the shear strength of the soil

takes place such that the shear strength of the soil even-

tually becomes zero. This phenomenon is termed as liq-

uefaction. As the pore water pressure increases, soil

particles lose their contact with each other and move in

unidentified directions resulting in sinking of heavyweight

structures and floating of low-weight structures. The

occurrence of soil liquefaction depends on various factors

like the type of soil, thickness of the soil strata, soil grain

size, relative density, water table depth, fines content, etc.

[2]. Correspondingly, severity of liquefaction is influenced

by the reduction of effective stress, shear modulus degra-

dation, and intensity and magnitude of the earthquake,

duration of the ground motion, distance from the source of

the earthquake, ground acceleration, etc. [2–4]. Ground
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Abstract
The main focus of this research is the ground response analysis and liquefaction potential analysis of AIIMS Kolkata based 
on SPT-N values at six different locations. The analyses are performed for the earthquake magnitude Mw = 7.0 and peak 
ground acceleration of 0.170 g. For this, Equivalent-linear Earthquake Response Analysis (EERA), Nonlinear Earthquake 
Response Analysis (NERA), and PLAXIS-2D software are utilized. In ground response analysis, various parameters such as 
shear stress, peak ground acceleration, relative displacement, and amplification ratio are evaluated. In liquefaction potential 
analysis, the factor of safety against liquefaction is calculated from different methods, such as the simplified method, EERA, 
and NERA, and their results have been compared. Further liquefaction potential index is also evaluated for the same earth-
quake magnitude and PGA using the factor of safety value evaluated from liquefaction potential analysis and ground response 
analysis for all the borehole locations. It is observed from the results that the equivalent linear analysis gives conservative 
results when compared with those obtained from the nonlinear analysis. Moreover, the simplified method too fails to predict 
the liquefaction susceptibility of certain regions that are found to be prone to liquefaction from the EERA and NERA analyses.

Keywords  Liquefaction potential · Equivalent linear and nonlinear earthquake response · CSR · CRR​ · Factor of safety

Introduction

It has been shown by various researchers that the study of 
ground motion during an earthquake is essential to deter-
mine its effect on the structures constructed on soft soils. 
In the list of hazardous phenomena, earthquake always has 
severe effect as compared to others, and over the last many 
decades, the loss of lives and property due to earthquakes 
are uncountable. Kolkata is one of the metro cities lying 
on the eastern coastal belt (Putti and Neelima 2018). It is 
a highly populated city and has a population of approxi-
mately 4.5 million over the approx. area of 185 km2 (Roy 
and Sahu 2012a, b). Since the city is very old and largely has 
unplanned development, there are many high-rise buildings 
constructed in congested areas, increasing the risk of loss 

several times in the event of a major earthquake. Kalyani is 
also one of the ancient parts of the Nadia district which lies 
in seismic zone III according to IS 1893–2016. The regions 
in this zone are considered susceptible to liquefaction. Con-
sidering the importance of the city in terms of seismic his-
tory, population density, and growth of public sectors, the 
authors were motivated to carry out the present research 
work.

Linear and nonlinear analyses are employed in the predic-
tion of ground motion at the surface for the development of 
design response spectra. They are also used to calculate the 
stresses and strains which are again used in the assessment 
of liquefaction potential (Kramer 1996).

Many researchers have carried out linear and nonlinear 
analyses for various urban locations of the world (Schnabel 
et al. 1972; Idriss & Sun 1992; Kramer 1996; Sugito et al. 
1994; Assimaki et al. 2000). Several site-specific studies have 
also been performed for various sites like Santiago de Cuba 
(Alvarez et al. 2004, Zagreb (Herak et al. 2004), Bursa (Topal 
et al. 2003), Algiers (Harbi et al. 2004), Alexandria (El-Sayed 
et al. 2004), Beijing (Ding et al. 2004), and Napoli (Nunziata 
2004). Various comparative studies on linear and nonlinear 
analysis have also been conducted (Youd & Carter 2005; Zeng 
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I. Introduction
The notion of poly-alphabetic radar [],[2] introduced earlier based on simultaneous multiple

interpretations of pre-designed returned waveform, results into improved detection performance of binary pulse
conrpression radar at the affordable cost of an additional signal processing. In fact, the central idea of poly-
alphabetic radar signal is poly-semanticism, which was achieved through poly-alphabetism. In the earlier work
based on mono-alphabetic poly-semanticism [3], the problem of optimal target detection was discussed in the
context of single target in noise free environment. In our approach, Optirnal Binary Codes (OBC) and randomly
generated mono-alphabetic codes are considered to generate poly-semantic sequences of larger lengths up to
5100. The receiver system is designed by considering single target with noisy environment. The quantitative
measures; Discrimination (D) and Figure of rnerit (F) suggested by Moharir [4],[5] for binary sequences are
used to evaluate the detection perforrnance of the poly-semantic codes. The transmitted binary sequence is
optimized by employing poly-semantic Hamnring backtlack scan algorithm such that each of the poly-semantic
interpretations lead to maximum discrimination or figure of merit. The generation of poly-semantic sequences
and radar signal processor for application in high resolution radar target detection is discussed in sec II. The rest
of this paper is organized as follows. Calculations of figure of merit are presented in section III. In sections IV
and V, we present the noise and detection performances of poly-semantic sequences to obtain noise rejection
with respect to figure of merit in the application of high resolution radar. Conclusions are made in section VL

II. Poly-Semantic Radar Signal Processor
The generation of poly-semantic sequences is completed in two steps: first one using restricted

(selective) Hamming backtrack scan for interspersed binary sequences and the second, using a complete
Hamming backtrack scan for poly-semantic sequences with figure of merit as joint objective function. The block
schematic diagram of poly-semantic radar signal processor at the transrnitter is shown in Fig.l(a).

First Step in the Signal Design
Consider, optimal binary codes or randomly generated binary codes of lerrgth N. given by

S1 : A: [a;]
B: [bi]

and C = [c;]

(l)
(2)
(3)

(4)
(s)

where i- 0, I ,2,3, .... N-1.
The elernents ofthese sequenccs are drarvn from alphabct {-1, +l [.

The sequence S1 is rnutated using llanrnring backtrack algorithm to get optimum figure of merit. The
scqrlences 52 of length 2N ancl S.r of lcngth 3N at'e generatcd by interleaving thc elements of S1 & B, and 52 & C
respectively as shown in F-ig. l(a). Therefore

S1- [a; b; ]
and 53 : [a1 b; c; ]
where i= 0, I ,2,3. ..., N-1.

A selective Hamming backtracking algorithm [6] is applied on the sequences 52 and 51, so that the
Iigure of rneril ol thc output sequcncc is optimized. This algorithm perlorms mutations only on the embedded
elenrents, i.e.,b1,.br, b2, b.r... of the secluence S:, and c11.c1, cr, c.r... of the sequence S-r, without disturbing thc
other elements.
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Abstract  

Deep learning is an efficient technique which has achieved a great success in wide variety of 
applications. In this paper research is done on multi-signals detection and modulation classification 
which are used in many communication systems. In this paper an efficient DL framework for multi- 
signals detection and modulation recognition is proposed. Signal modulation format, center 
frequency, and start-stop time can be obtained from the proposed method. Further in our research 
paper two networks are built:(1)Single shot multi-box detector(SSD) for signal detection and (2)Multi 
inputs convolutional neural networks(CNNs) for modulation recognition. 
Keywords : deep learning; signal detection; modulation classification; the single shot multi-box 
detector networks; the multi-inputs convolutional neural networks 
I INTRODUCTION 

Deep learning is a piece of a more 
extensive group of AI strategies dependent on 
counterfeit neural systems with portrayal 
learning.Deep learning structures, for example, 
profound neural systems, profound conviction 
systems, repetitive neural systems and 
convolutional neural systems have been 
applied to fields including PC vision, 
discourse acknowledgment, normal language 
handling, sound acknowledgment, informal 
community sifting, machine interpretation, 
bioinformatics, tranquilize plan, clinical 
picture examination, material investigation and 
pre-packaged game projects, where they have 
delivered results tantamount to and now and 
again outperforming human master execution. 
Artificial Neural Networks (ANNs) were 
motivated by data handling and dispersed 
correspondence hubs in natural frameworks. 
ANNs have different contrasts from natural 
cerebrums. In particular, neural systems will in 
general be static and representative, while the 
natural mind of most living beings is dynamic 
(plastic) and simple.By using Deep learning 
predictive models effective signal detection 

and modulation recognition techniques have 
been implemented. 
Cognitive radio (CR) [1–3] has been utilized 
to allude to radio gadgets that are equipped for 
learning and adjusting to their condition. 
Because of the expanding prerequisites for 
remote transfer speed of radio range, 
programmed signal detection and modulation 
recognition strategies are essential. It can help 
clients to recognize the tweak configuration 
and gauge signal parameters inside working 
groups, which will profit correspondence 
reconfiguration and electromagnetic condition 
investigation. Moreover, it is generally utilized 
in both military and regular citizen 
applications, which have pulled in a lot of 
consideration in the past decades [4–7]. Multi-
signals location is an errand to distinguish the 
current signals in a particular wideband, which 
is one of the basic segments of CR. The most 
critical difference among signal and non-signal 
is vitality. Consequently, numerous wideband 
multi-signals identification calculations 
depend on Energy Detector (ED). Some limit 
based wideband sign discovery techniques, for 
example, [8–13], lessen the likelihood of 
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AN ENHANCED METHODOLOGY FOR TAMPER DETECTION 

IN IMAGE FORGERY 
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Abstract: The sharing of advanced pictures has become a typical practice in our day by day life, with the 

hazard that these pictures can be gotten to and effortlessly changed by malevolent individuals with the 

goal of causing good or monetary harm; or even to implicate guiltless individuals in legitimate issues. 

This paper proposes a calculation to validate computerized pictures by methods for daze altering 

identification against one of the chief controls that a picture is gotten through, for example the Copy-

Move which expects to delete or imitate a piece of the picture. The advancement and assessment 

consequences of this proposition are introduced right now. 

Keywords : Discrete Fourier Transform,SURF,MSER,Tamper detection. 

I INTRODUCTION 

These days, a tremendous measure of 

computerized pictures, with or without business 

esteem, are effectively shared among the overall 

population by means of Internet or put away 

utilizing any of the few accessible advanced 

organizations. Such pictures, which incorporate 

private pictures or secret pictures, have by and 

large high caliber and can be handily controlled 

utilizing computational apparatuses, for 

example, Photoshop®, Corel Paint Shop®, and 

so on. Such sort of noxious assaults can be 

isolated in duplicate move and reorder assaults. 

The duplicate move is one of the most 

considered fraud methods which comprise in 

replicating a segment of a subjective size and 

state of a given picture and gluing it in another 

area of a similar picture. Obviously, this system 

is valuable when the falsifier needs either to 

cover up or copy something that is as of now 

present in the first picture [1][2]. Then again, in 

the reorder assault or joining, the aggressor right 

off the bat picks an area of a given picture and 

glues it into a subsequent one, for the most part 

to modify its substance and importance. Joining 

is likely more typical than the duplicate move 

assault, since it is undeniably increasingly 

adaptable and permits the making of pictures 

with a totally different substance regarding the 

first picture [2].The picture verification has been 

a subject of dynamic research during the most 

recent quite a while, in light of the fact that the 

altered pictures may make good or monetary 

harms the people identified with the noxiously 

adjusted pictures, giving subsequently the 

production of a few picture confirmation 

procedures, which can be comprehensively 

grouped into two kinds: dynamic and 

uninvolved picture validation strategies. The 

principle distinction among them is that in the 

dynamic techniques some helpful data is 

extricated from the picture to be verified and 

implanted in it or put away independently. This 

data is then utilized during the confirmation 

procedure. Then again, in the detached 

strategies, additionally called measurable 

techniques, the validation must be completed 

without past data about the handling that the 

picture to be confirmed had gone through [1][2]. 

The dynamic techniques can be arranged into 

two classifications: the watermarking-based and 

the picture hashing-based plans, them two with 
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Boosting ON-Current in Tunnel FETs (TFETs): A Review 
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Abstrac-In this paper, a review of various techniques 
implemented to boost the ON-state current in a TFET is 
presented. The current conduction in a TFET happens due 
band-to-band-tunneling (BTBT) taking place through the 
tunneling junction formed between the source and the channel 
regions. Thus, controlling the tunneäng junction is the key in a 
TFET for generation of sufficient ON-current. In each case, the 
technique implemented to control the tunneling junction so as 
to reduce the height and width of the tunneling barrier is 
discussed. Further, ON state current, OFF state current, ON 
to-OFF current ratio, sub-threshold slope (SS) and the 
modeling method is discuss ed. At the end, based on the review, 
proposal is made for the possible future course of actions to 
boost the ON-current, suppress the OFF-current and improve 
the ON-to-OFF current ratio in TFETs. 

Keywords--Tunneling, BIBT, source pocket, high-k 
dielectric, sub-threshold swing, ON-state & OFF-state currents, 
vertical tunneling, hetero dielectric BOX. 

INTRODUCTION 

Due to an increasing consumer demand for low power 
electronic appliances ranging from computing, 
communication and entertainment to automotive, navigation 
and other hand held and portable applications there has been 
unprecedented research [1,2] in the recent past on 
developing low power transistors. Till recently, CMOS was 
the only choice for its power and noise performance. But as 
the consumer demand for compute irtensive devices are 
growing, more and more transistors are being integrated in 
lesser silicon core area leading to an increase in power 
consumption.MOSFETs are scaled down to achieve higher 
packing density along with reduced power consumption. 
However, the sub-threshold swing (SS) which is a measure 

of the gate voltage necessary to change the drain current by 

one order of magnitude, can't be scaled. As a result, it 

becomes difficult to tum ON and OFF the device at low 

supply voltages. In order to establish a scenario where 

sufficient ON-current is achieved wvith an insignificant OFF 

state leakage,curbing of SS is essential.But the prevailing 

research so far shows that it has become a critical barrier in 

the journey towards achieving a low power ecosystem of 

electronics. 

Tunneling FET (TFET) has emerged as the most 
promisingswitching element operating at very low voltage 
overcoming the 60OmV/dec switching limit while physically 

being perfectly compatible with the dominant CMOS 

materials and processing|31. TFETs have a different carrier 

transport mechanism namely quantum tunneling in contrast 

to themionic emission in MOSFETs.TFETs have got an 

edge over traditional MOSFETs in several aspects such as it 

operates at low voltage, produces an insignificant leakage 

current and more importantly SS is less than the physical 
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Depariment of ECE 
Dayanandasagar College of Engg, Bangalore, India 
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limit of MOSFET (60 mV/dec). These are its key features 
that are favorable for low power applications [4,5]. 
However, it suffers from low ON state current (lon). The Ion 

of TFET is lower than the ITRS limits. High Lon is required 
in design of bigh speed VLSI circuits to enable bigh fan-out, 
reduced delay & increased clock frequencies. 
In order to overcome the precarious problem of low ON 
state curTent in TFET, several techniques have been 
proposed which are related to gate engineering, tunneling 
junction engineering, material engineering, hetero junctions 
and modification related to the structure of the TFET. 

Out of all the methods of boosting Ion nentioned above, 
tunneling junction engineering stands as the most important 
mechanism as it is the tunneling junction which controls the 
overall current generated due to BTBT. 

The condition for the tunneling to occur is that the filled 
and empty states are separated by a narrow potential barrier 
of finite height [6]. Thus when the empty states in the 
source valence band and filled states in the channel 
conduction band are energetical!y aligned, tunneling occurs. 
Moreover, it is the width and height of the tunneling barrier 
which decides the overall ON-current. Smalleris the width 
and heightof the barrier more will be the drain current. 

DRAIN CURRENT IN TFET 

The drain current Ibs is obtained by integrating the band-to 
bandtunneling generation rate over the volume of the 
tunneling region [7], 

states. 

los |G.dx. dy 
Where G is the tunneling generation rate defined as the 

number of carriers per unit volume per unit tine, given by 
Kane's model [8] as, 

G(E) = A 
|E|? -B 

(1) 

Eg2| 

(2) 

Where |E| is the magnitude of the electric field defined 

as |E| = E, + E, where E and Ey are the lateral and 

vertical electrical fields, E, is the energy band-gap. A & B 
are constants and are called tunneling parameters (9]. 

The eq.(1) suggests that the drain current is dependent 
upon the tunneling generation rate which is a function of the 
electric field (E) and the band-gap (E,). The total electric 
tield constitutes the vertical electric ficld caused by Vgs and 
lateral electric field caused by Vás. Out of both of these 
fields, lateral electric field plays a significant role in the 
drain current analysis because the maximum BTBT occurs 

along this axis, which is shown in Fig.l.[10]. Fig.l shows 

the Energy band diagram of a TFET for both ON and COFF 
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Abstract: In this and making use of 

known identities to establish some new partition theorems in original research work.
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1. Introduction: In this paper , an attempt  has been made to established certain partition theorems 

Ramanujan theorems by adapting the pattern of Hirechorn [1], Subbraao  and 
Agrawal [1] and Singh, S.N. [3],. We consider the following identities due to Slate [5];

                                                                                      (1)

[

                                                                 (2)

                         [

                                                                                      (3)

                                                                                        (4)

                                                                   

                                                                                      (5)
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1. Introduction, Notation and Definitions

We shall make use of the following well known identities: 

, (1.1)

An explicit representation of generalized hyper geometric functions   

(1.2)                                                                                                                             

Valid for  < 1, provided no zeros appear in denominator. Here and 
and z are assumed to be complex number.

The shifted factorial is defined by

= (1.3)

In order to establish the reducibility of double hyper-geometric series into single series, we shall be 
need of the following known summation formulae due to (Slater [2], App.III) and Verma & Jain [1] in 
our analysis:

(1.4)

where m is greatest integer .

[Verma & Jain [1]; (2.7) P. 1024]     
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ABSTRACT 

In this paper, making use of Bailey’s Lemma and certain known summation formulae due to Slater [2], Verma & 

Jain an attempt will be made to establish new interesting transformation formulae for hyper-geometric series. 

Key words: Ordinary and basic hyper-geometric function / series, Bailey’s Lemma, summation formulae. 

 2010AMS Subject Classification: 33C20.                                              

1. Introduction, Notations and Definitions: 

The transform which was discovered by Bailey [1] in 1947. 

If 

                                                             𝜷𝒏 =    𝒖𝒏−𝒓  𝒗𝒏−𝒓 𝒏
𝒓=𝟎 𝜶𝒓                                             (1.1) 

And  

                                                           𝜸𝒏  =    𝒖𝒏+𝒓
∞
𝒓=𝒏  𝒗𝒏−𝒓𝜹𝒏 =  𝒖𝒓

∞
𝒓=𝟎 𝒗𝒓+𝟐𝒏𝜹𝒓+𝒏          (1.2)                 

𝐭𝐡𝐞𝐧, 𝐮𝐧𝐝𝐞𝐫 𝐬𝐮𝐢𝐭𝐚𝐛𝐥𝐞 𝐜𝐨𝐧𝐯𝐞𝐫𝐠𝐞𝐧𝐜𝐞 𝐜𝐨𝐧𝐝𝐢𝐭𝐢𝐨𝐧𝐬 , 

                                                            ∞
𝒓=𝟎 𝜶𝒏𝜸𝒏     =     𝜷𝒏

∞
𝒏=𝟎  𝜹𝒏                                         (1.3)     

                                       

𝒘𝒉𝒆𝒓𝒆 𝜶𝒏 , 𝜹𝒏 , 𝒖𝒓  𝒂𝒏𝒅 𝒗𝒓 𝒂𝒓𝒆 𝒂𝒏𝒚 𝒇𝒖𝒏𝒄𝒕𝒊𝒐𝒏𝒔 𝒓 𝒐𝒏𝒍𝒚  ,such that the series 𝜸𝒏 exists, making use of (1.3), Bailey 

was developed a technique to obtain various transformation formulae for ordinary and q- series , which play an 

important role in number theory and hyper geometric series.  Singh [2] be obtained many transformation formulae 

for q- series by using Bailey’s transformation and certain known result due to Slater [2] and Verma & Jain [1]. In 

this paper, an attempt we have been made to establish certain transformation formulae for hyper geometric series 

by using Bailey transformation and some known formulae from Verma & Jain [1].        
                                      

An  explicit  representation of generalized hyper geometric  functions                                                                                                                                                                                                                                        

𝒓𝑭𝑺   

𝒂𝟏, 𝒂𝟐, … , 𝒂𝒓 ;     𝒛

𝒃𝟏,  𝒃𝟐,   . . . , 𝒃𝒔

     =   𝒓𝑭𝑺  
(𝒂)𝒓 ; 𝒛

(𝒃)𝒔
   = 

[ 𝒂𝒓 ]𝒏   𝒛
𝒏

[𝟏]𝒏  [ 𝒃𝒔 ]𝒏

∞
𝒏=𝟎  .                             (1.4) 

                                           𝒗𝒂𝒍𝒊𝒅 𝒇𝒐𝒓  |𝒛|   <  1, 𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑑 𝑛𝑜 𝑧𝑒𝑟𝑜𝑠 𝑎𝑝𝑝𝑒𝑎𝑟 𝑖𝑛 𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟.  

Here 𝒂𝟏 , 𝒂𝟐 , 𝒂𝟑, ⋯ , 𝒂𝒓  and 𝒃𝟏 , 𝒃𝟐 , 𝒃𝟑, ⋯ , 𝒃𝒔  and z are assumed to be complex number. 

The shifted factorial is defined by 

 (𝒂)𝒏  =   
𝟏 ,                                 𝒏 = 𝟎                       

𝒂 𝒂 + 𝟏 ……………….    𝒂 + 𝒏 + 𝟏 ;  𝒏 > 0
                                                        (1.5) 
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We shall use be the following known summation formulae due to (Slater [2], App. III) and Verma & Jain [1] to 

establish many transformation. 

𝟑𝑭𝟐  
𝒂 , 𝒃 , −𝒏 ;    𝟏

 𝟏 + 𝒂 − 𝒃 , 𝟏 + 𝒂 + 𝒏
    =   

  𝟏+𝒂 𝒏 (𝟏+
𝟏

𝟐
𝒂−𝒃)

 𝟏+𝒂 𝒏 (𝟏+𝒂−𝒃)𝒏
  ,                                                       (1.6) 

                                                                                                            [Slater [2]; App.III (III.9)] 

 

 𝟒𝑭𝟑  

𝒂 , 𝟏 +
𝟏

𝟐
𝒂 , 𝒃  ,                        − 𝒏 ;    𝟏

𝟏

𝟐
𝒂 , 𝟏 + 𝒂 − 𝒃 ,     𝟏 + 𝒂 + 𝒏

    =  
(𝟏+𝒂)𝒏

(𝟏+𝒂−𝒃)𝒏
 .                                              (1.7) 

                                                                                                            [Slater [2]; App. III (III.II)]  

𝟑𝑭𝟐  
𝒂 , 𝒃 , −𝒏 ;         𝟏

𝟏 + 𝒂 − 𝒃 , 𝟏 + 𝟐𝒃 − 𝒏
    =  

  (𝒂−𝟐𝒃)𝒏  (𝟏+
𝟏

𝟐
𝒂−𝒃)𝒏   (−𝒃)𝒏

𝟏+𝒂−𝒃)𝒏  (
𝟏

𝟐  
𝒂−𝒃)𝒏  (−𝟐𝒃)𝒏

 .                                         (1.8) 

                                                                                                           [Slater [2]; App. III (III.16)] 

𝟑𝑭𝟐  

𝒙 , 𝟑𝒙 + 𝒚 + 𝒏 , −𝒏 ;          
𝟑

𝟒

𝟑

𝟐
 𝒙 + 𝟏  ,

𝟑

𝟐
 𝒙 + 𝟐  

      =  
  𝟏 𝒏 (𝟐𝒙+𝟒)𝒏  (𝒙+𝟐)𝒏  (𝒙+𝟑)𝟑𝒎

(𝟏)𝒏(𝟏+𝒙)𝒏   (𝟑𝒙+𝟒)𝒏(𝟐𝒙+𝟒)𝟑𝒎
 .                                   (1.9) 

           𝒑𝒓𝒐𝒗𝒊𝒅𝒆𝒅 𝒕𝒉𝒂𝒕 𝒎 𝒊𝒔 𝒕𝒉𝒆 𝒈𝒓𝒆𝒂𝒕𝒆𝒔𝒕 𝒊𝒏𝒕𝒆𝒈𝒆𝒓 ≤   
𝒏

𝟑 
. 

                                                                                                  [Verma & Jain [1]; (1.5) P. 1022] 

𝟑𝑭𝟐  

−𝒏 𝟏 + 𝒏 + 𝟐𝒙 + 𝟐𝒚 , 𝒙 ;         𝟏

𝟏 + 𝒙 + 𝒚  , 𝟏 + 𝟐𝒙
     =   

(𝟏)𝒏  (𝟏+𝒙)𝒎(𝟏+𝒚)𝒎

  (𝟏)𝒎   𝟏+𝟐𝒙 𝒏    (𝟏+𝒙+𝒚)𝒎
 .                              (1.10)   

             𝒘𝒉𝒆𝒓𝒆 𝒎  𝒊𝒔 𝒕𝒉𝒆 𝒈𝒓𝒆𝒂𝒕𝒆𝒔𝒕 𝒊𝒏𝒕𝒆𝒈𝒆𝒓 ≤  
𝒏

𝟐
. 

                                                                                                [Verma & Jain [1]; (2.26) p.1028]    

  

  𝟒𝑭𝟑  

𝒂

𝟑
  , 𝟏 +

𝒂

𝟐
 , 𝟏 + 𝒂 + 𝒏 ,    − 𝒏   ;     

𝟑

𝟒

𝒂

𝟐

𝟏

𝟐
+

𝒂

𝟐
  ,      𝟐 +

𝒂

𝟐 
      

     =  
(𝟏)𝒏  (

𝒂

𝟐
)𝒏 (𝟏+

𝒂

𝟐
)𝒎  (𝟐+

𝒂

𝟔
)𝒎

(𝟏+𝒂)𝒏 (𝟐+
𝒂

𝟐
)𝒏 (

𝒂

𝟔
)𝒎 (𝟏)𝒎

 .                           (1.11) 

              𝒘𝒉𝒆𝒓𝒆  𝒎 𝒊𝒔 𝒕𝒉𝒆 𝒈𝒓𝒆𝒂𝒕𝒆𝒔𝒕 𝒊𝒏𝒕𝒆𝒈𝒆𝒓 ≤
𝒏

𝟐
.   

                                                                                                  [Verma & Jain [4]; (4.9) p. 1037] 

2.    Main Results:             

                  In this Section, we shall establish the following results. 

2.1 Taking:  𝒖𝒏 =  
𝟏

(𝟏)𝒏
, 𝒗𝒏 =

𝟏

(𝟏+𝒂)𝒏
 𝒂𝒏𝒅 𝜶𝒏 =

𝟏

𝒏! (𝟏+
𝟏

𝟐𝒂
)𝒏 (𝟏+𝒂−𝒃)𝒏
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             𝒂𝒏𝒅 𝜹𝒓  = (𝜶)𝒏 (𝜷)𝒏  𝒊𝒏  𝟏. 𝟏 𝒂𝒏𝒅  𝟏. 𝟐 𝒂𝒏𝒅 𝒖𝒔𝒊𝒏𝒈  𝟏. 𝟔 , 𝒘𝒆 𝒉𝒂𝒗𝒆:    

                     𝜷𝒏   =  
(𝟏+

𝟏

𝟐
𝒂−𝒃)

𝒏!  (𝟏+
𝟏

𝟐
𝒂)𝒏 (𝟏+𝒂−𝒃)𝒏

                                                                                    (2.1.1) 

             𝑎𝑛𝑑 𝜸𝒏 =
ℾ(1+𝑎) ℾ(1+𝑎−𝛼−𝛽)

(ℾ(1+𝑎−𝛼)ℾ(1+𝑎−𝛽 ) 
 

(𝛼)𝑛  (𝛽)𝑛

(1+𝑎−𝛼)𝑛  (1+𝑎−𝑏)𝑛
                                                        (2.1.2) 

                                                                                       𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑑 𝑅𝐿  1 + 𝑎 − 𝛼 − 𝛽 >  0. 

Putting these values in (1.3), we have: 

          𝟒𝑭𝟑  

𝒂 , 𝒃 , 𝜶 ,               𝜷;   𝟏     

𝟏 + 𝒂 − 𝒃 , 𝟏 + 𝒂 − 𝜶 , 𝟏 + 𝒂 − 𝜷  
  =  

ℾ 𝟏+𝒂−𝜶  ℾ(𝟏+𝒂−𝜷)

ℾ 𝟏+𝒂  ℾ(𝟏+𝒂−𝜶−𝜷)
×  𝟑𝑭𝟐  

𝜶 , 𝜷 , 𝟏 + 𝒂 − 𝒃 ; 𝟏

𝟏 +
𝟏

𝟐
𝒂 , 𝟏 + 𝒂 − 𝒃

  .                                                    

(2.1.3) 

                                                                                       𝒑𝒓𝒐𝒗𝒊𝒅𝒆𝒅 𝑹𝑰 (𝟏 + 𝒂 − 𝜶 − 𝜷)  >  0. 

 2.2       Taking: 

                                      𝒖𝒏 =
𝟏

 𝟏 𝒏
 ,   𝒗𝒏 = 

𝟏

(𝟏+𝒂)𝒏
 and  𝜶𝒏 =   

(𝒂)𝒏 (𝟏+
𝟏

𝟐
𝒂)𝒏  (𝒃)𝒏

𝒏!  (
𝟏

𝟐
𝒂)𝒏  (𝟏+𝒂−𝒃)𝒏

 

 𝒂𝒏𝒅 𝜹𝒏   =   (𝜶)𝒏 (𝜷)𝒏  𝒊𝒏 (𝟏. 𝟏) 𝒂𝒏𝒅 (𝟏. 𝟐) 𝒂𝒏𝒅 𝒖𝒔𝒊𝒏𝒈 (𝟏. 𝟕) , 𝒘𝒆 𝒉𝒂𝒗𝒆: 

                                    𝜷𝒏  =   
𝟏

𝒏!  (𝟏+𝒂−𝒃)𝒏
                                                                               (2.2.1) 

𝒂𝒏𝒅 𝜸𝒏 =   
(𝜶)𝒏  (𝜷)𝒏

(𝟏+𝒂−𝜶)𝒏  (𝟏+𝒂−𝜷)𝒏
  
ℾ 𝟏+𝒂  ℾ(𝟏+𝒂−𝜶−𝜷)

ℾ 𝟏+𝒂−𝜶   ℾ(𝟏+𝒂−𝜷)
 ,                                                              (2.2.2) 

                                                                                              𝒑𝒓𝒐𝒗𝒊𝒅𝒆𝒅 𝑹𝑰  𝟏 − 𝒂 −  𝜶 − 𝜷 > 0. 

Now, putting these values in (1.3), we get: 

          𝟓𝑭𝟒  

𝒂 , 𝟏 +
𝟏

𝟐
𝒂 , 𝒃 ,    𝜶 ,     𝜷 ;         𝟏

𝟏

𝟐
𝒂 , 𝟏 + 𝒂 − 𝒃 ,      𝟏 + 𝒂 − 𝜶  ,   𝟏 + 𝒂 − 𝜷      

   

             =
ℾ𝟏+𝒂−𝜶   ℾ 𝟏+𝒂−𝜷

ℾ 𝟏+𝒂  ℾ 𝟏+𝒂−𝜶−𝜷
  ×  

ℾ 𝟏+𝒂−𝒃  ℾ 𝟏+𝒂−𝒃−𝜶−𝜷

ℾ 𝟏+𝒂−𝒃−𝜶  ℾ 𝟏+𝒂−𝒃−𝜷
 ,                                                               (2.2.3) 

                                                                                             𝒑𝒓𝒐𝒗𝒊𝒅𝒆𝒅 𝑹𝑳 (𝟏 + 𝒂 − 𝜶 − 𝜷) > 0.  2.3 Setting: 

                           𝒖𝒏 =
(−𝟐𝒃)𝒏

(𝟏)𝒏
   ,  𝒗𝒏 = 𝟏  and  𝜶𝒏 =

(𝒂)𝒏   (𝒃)𝒏

𝒏!   (𝟏+𝒂−𝒃)𝒏
 

 𝒂𝒏𝒅  𝜹𝒏  =  𝒛𝒏 in (1.1) and (1.2) and using (1.8), we have: 

                                       𝜷𝒏 = 
(𝒂−𝟐𝒃)𝒏  (𝟏+

𝟏

𝟐
𝒂−𝒃)𝒏  (−𝒃)𝒏

𝒏!  (𝟏+𝒂−𝒃)𝒏  (
𝟏

𝟐
𝒂−𝒃)𝒏

                                                             (2.3.1) 

                              𝒂𝒏𝒅  𝜸𝒏 = 𝒛𝒏 (𝟏 − 𝒛)𝟐𝒃.                                                                          (2.3.2)  

Now, putting these values in (1.3), we get: 
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   (𝟏 − 𝒛)𝟐𝒃 𝟐𝑭𝟏[ a, b; 1+a-b ; z] = 𝟑𝑭𝟐  

𝒂 − 𝟐𝒃 ,      𝟏 +
𝟏

𝟐
𝒂 − 𝒃 , −𝒃 ;      𝒛

𝟏 + 𝒂 − 𝒃 ,
𝟏

𝟐
𝒂 − 𝒃  

                (2.3.3) 

 

2.4    Again setting:  

                     𝒖𝒏 =1 =𝒗𝒏   and  𝜶𝒏 =
(𝒂)𝒏 (𝒃)𝒏

𝒏! (𝟏+𝒂+𝒃)𝒏
    

𝒂𝒏𝒅  𝜹𝒏  = 𝒛𝒏,  in (1.1) and (1.2), and using (1.9), we have: 

                                      𝜷𝒏 =  
(𝟏+𝒂)𝒏 (𝟏+𝒃)𝒏 

𝒏! (𝟏+𝒂+𝒃)𝒏
                                                                            (2.4.1)    

                            𝒂𝒏𝒅  𝜸𝒏  =
𝒛𝒏

(𝟏−𝒛)
                                                                                         (2.4.2) 

Now, putting these values in (1.3), we get: 

 𝟐𝑭𝟏 𝒂 , 𝒃 ;   𝟏 + 𝒂 + 𝒃 ; 𝒛  = (1-z) 𝟐𝑭𝟏 𝟏 + 𝒂 ,   𝟏 + 𝒃 ; 𝟏 + 𝒂 + 𝒃 ; 𝒛  .                   (2.4.3) 

 2.5 Further, setting: 

                             𝒖𝒏 =  
𝟏

(𝟏)𝒏
 
(𝟏+𝒚)𝒏

(𝟏+𝒙)𝒏
 ,  𝒗𝒏 = 𝟏 𝒂𝒏𝒅  𝜶𝒏 =  

(𝒚)𝒏 (−𝟏)𝒏

𝒏! (𝟏+𝒙)𝒏 
   

  𝒂𝒏𝒅 𝜹𝒏 = (𝜶)𝒏 (𝜷)𝒏  𝒊𝒏 (𝟏. 𝟏) 𝒂𝒏𝒅 (𝟏. 𝟐) 𝒂𝒏𝒅 𝒖𝒔𝒊𝒏𝒈 (𝟏. 𝟗) , 𝒘𝒆 𝒉𝒂𝒗𝒆: 

                            𝜷𝒏 =  
 (𝟏+𝒚)𝒎 (𝟏+𝒙−𝒚)𝒎

(𝟏+𝒙)𝒏 (𝟏)𝒎 (𝟏+𝒙)𝒎 
 ,                                                                             (2.5.1) 

                                                                                𝒘𝒉𝒆𝒓𝒆 𝒎 𝒊𝒔 𝒕𝒉𝒆 𝒈𝒓𝒆𝒂𝒕𝒆𝒔𝒕 𝒊𝒏𝒕𝒆𝒈𝒆𝒓𝒔 ≤  
𝒏

𝟑
 .    

                   𝒂𝒏𝒅 𝜸𝒏 =  
(𝟏+𝒚)𝟐𝒏  (𝜶)𝒏  ℾ 𝟏+𝒙 ℾ(𝒙−𝜶)(−𝟏)𝒏

(𝟏+𝒙−𝜶)𝒏 (𝟏−𝒙+𝜶)𝒏 ℾ 𝟏+𝒙−𝜶 ℾ(𝒙−𝒚)
,                                                       (2.5.2) 

                                                                                                    𝒑𝒓𝒐𝒗𝒊𝒅𝒆𝒅 𝑹𝑳  𝒙 − 𝜶 − 𝒏 > 0.                                                                                                               
Now, putting these values in (1.3), we get: 

            
(𝒚)𝒏 (𝟏+𝒙)𝟐𝒏 (𝜶)𝒏

𝒏! (𝟏+𝒙)𝒏  (𝟏+𝒙−𝜶)𝒏 (𝟏−𝒙+𝜶)𝒏

∞
𝒏=𝟎    =   

ℾ 𝟏+𝒙−𝜶 ℾ(𝒙−𝒚)

ℾ 𝟏+𝒙 ℾ(𝒙−𝜶)
   

(𝟏+𝒙−𝒚)𝒏 (𝟏+𝒚)𝒏 (𝜶)𝒏

(𝟏+𝒙)𝒏 (𝟏+𝒙)𝒎 (𝟏)𝒎

∞
𝒏=𝟎 ,           (2.5.3) 

                                                                                    𝒘𝒉𝒆𝒓𝒆 𝒎 𝒊𝒔 𝒕𝒉𝒆 𝒈𝒓𝒆𝒂𝒕𝒆𝒔𝒕 𝒊𝒏𝒕𝒆𝒈𝒆𝒓 ≤ 𝟎. 

  2.6 Again, setting: 

                        𝒖𝒏 =  
𝟏

(𝟏)𝒏
 

(𝟏+𝒙)𝒏

(𝟏+𝟐𝒙)𝒏
 ,   𝒗𝒏  = 𝟏    𝒂𝒏𝒅  𝜶𝒏  =  

(𝒚)𝒏 (−𝟏)𝒏

𝒏! (𝟏+𝟐𝒚)𝒏
   

 𝒂𝒏𝒅 𝜹𝒏 = 𝜶𝒏 , in (1.1) and (1.2)and using (1.10), we get: 

                          𝜷𝒏 =  
(𝟏+𝒙)𝒎 (𝟏+𝒚)𝒎 (𝟏+𝒙+𝒚)𝒏

(𝟏)𝒎 (𝟏+𝒙+𝒚)𝒎 (𝟏+𝟐𝒙)𝒏 (𝟏+𝟐𝒚)𝒏
 ,                                                              (2.6.1) 

                                                                                   𝒘𝒉𝒆𝒓𝒆 𝒎 𝒊𝒔 𝒕𝒉𝒆 𝒈𝒓𝒆𝒂𝒕𝒆𝒔𝒕 𝒊𝒏𝒕𝒆𝒈𝒆𝒓 ≤  
𝒏

𝟐
 . 

                  𝒂𝒏𝒅𝜸𝒏  =  
(𝜶)𝒏 (𝜶−𝟐𝒙)𝒏 ℾ 𝒙−𝒂 ℾ(𝟏+𝟐𝒙)

(𝟏−𝒙+𝟐𝜶)𝒏  ℾ 𝒙 ℾ(𝟏+𝟐𝒙−𝜶)
,                                                                    (2.6.2) 
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                                                                                                     𝒑𝒓𝒐𝒗𝒊𝒅𝒆𝒅 𝑹𝑳 (𝒙 − 𝜶 − 𝒏)  > 0. Now, putting these 

values in (1.3) we get: 

 𝟑𝑭𝟐  

𝒚,   𝜶 − 𝟐𝒙, 𝜶; −𝟏

𝟐𝒚 + 𝟏, 𝟏 − 𝒙 − 𝜶;
                                                                                                                             

=  
ℾ 𝒙 ℾ(𝟏+𝟐𝒙−𝜶)

ℾ 𝟏+𝟐𝒙 ℾ(𝒙−𝜶)
   

(𝜶)𝒏 (𝟏+𝒙+𝒚)𝒏 (𝟏+𝒙)𝒎 (𝟏+𝒚)𝒎

(𝟏+𝟐𝒙)𝒏 (𝟏+𝟐𝒚)𝒏 (𝟏+𝒙+𝒚)𝒎 (𝟏)𝒏

∞
𝒏=𝟎 ,                                                               (2.6.3)                        

                                                                                   𝒘𝒉𝒆𝒓𝒆 𝒎 𝒊𝒔 𝒕𝒉𝒆 𝒈𝒓𝒆𝒂𝒕𝒆𝒔𝒕 𝒊𝒏𝒕𝒆𝒈𝒆𝒓  ≤
𝒏

𝟐
 . 
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